
Abstract - One of the purposes of video surveillance systems is 
to detect anomalies which are unexpected situations at a certain 
location or at a frame. Anomalies can be related to motion or 
appearance according to its spatial position. In this paper, we 
propose an anomaly detection system based on spatio-temporal 
features. Features from Accelerated Segment Test (FAST) is used 
for detection of corners location. Optical Flow magnitude and 
orientation of these points is used as spatio-temporal features. A
grid is 

to the frames to neutralize the effect of proximity to the camera. 
Normal patterns are clustered with an unsupervised neural 
network so called Self-Organizing Maps (SOM). In test videos if 
extracted features cannot model with normal clusters, associated 
grid cell will be marked as anomaly
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I. INTRODUCTION

HE widespread use of cameras and security requirements 
have increased the interest in surveillance videos which 

have large volumes of data to analyze. Therefore, traditional 
human-focused surveillance systems have been transformed 
into the automatic systems which can detect anomalies  
unassisted. Anomalies can be described as unexpected patterns, 

situations, things which are not trivial to model. Thus, in the 
literature normal patterns are modelled via training data [1]  or 
statistical approaches are used [2] to model abnormal patterns. 

First step of modelling normal patterns is extracting features 
from videos. There are two main approaches in the literature   
[3] :  I) extracting features from pixels of image [4], [5] . II)  
target based methods [6], [7] . Also there exists some studies 
which use an hybrid structure of both approaches  [8]. After 
extracting features, there are several methods to model them
like Hidden Markov Model (HMM) [9], Markov Random Field  

(MRF)[10], Latent Dirichlet Allocation (LDA) model [11] ,
Mixture Of Dynamic Textures (MDT) [12].  

In this study, we propose a low-level feature extraction by 
using image pixel values to avoid occlusions and tracking. 
Moreover, we combine motion and appearance features by 
using optical flow histograms according to corner points which 
detected by FAST method. Normal patterns are clustered with 
SOM. In the next section we will further discuss our proposed 
method.

II. PROPOSED METHOD

The overview of our method is illustrated in Figure 1. 

Figure 1. The overview of proposed method. 

There are four main phases in our method; identify moving  
areas, extract features, cluster features and classify. We use 
non-overlapping grids of video frames as seen in Figure 2.

Figure 2. Grid view of frames. 

The first step is identifying moving areas, for reducing 
running time. Motionless areas are eliminating with a basic 
frame difference method. Pixels that are below the threshold 
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value, are considered to be 0 and the others are 1, shown in 
Figure 3. Median filter was used for avoiding noise as shown in 
Figure 4.

Figure 3: Difference of two frames

Figure 4: Difference of two frames with median filter

The second step is extracting features. To detect corner 
points Features from Accelerated Segment Test (FAST) is used 
[13][14]. Then motion direct and speed are calculated with  
optical flow method [15] at corner points. In a grid cell with  
detected corner point, optical flow histograms are computed 
according to orientation of motion vector. Features are created 
with a 8-bin histogram for each grid cell.

The third step is clustering. Features are clustered using an 

unsupervised artificial neural network, Self-Organizing Maps 
(SOM) [16]. SOM is a well-known artificial neural network,
which produces low dimensional projection of high 
dimensional data [17]. The forth step is classifying. Test videos 
are classified according to clusters. Grid cells are marked as 
anomalies, if they do not match any of the clusters. 

III. EXPERIMENTAL RESULTS

The proposed system is tested in UCSD Peds1 dataset [18]. The 
features, obtained from the training videos are modeled with  
SOM to create clusters that model normal conditions for each 
cell. In the test videos, features are also calculated for each cell 
to check whether they are included in the relevant clusters. 
Some samples of detected anomalies as chart and biker in 
pedestrian walkways and a person in the grass, are shown in 
Figure 5. 

Figure 5: Sample of marked anomalies at video frames

IV. CONCLUSION

In this paper, an anomaly detection system is proposed, and 
test results are shown visually. To combine motion and 
appearance features, optical flow histogram is used at corner 
points which detected by FAST method. Normal patterns are 
clustered with SOM. Detected anomalies are shown to user as 
marked. As future work, feature extracting method will be 
improved and system will be tested on other datasets.
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